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ABSTRACT
Data science and machine learning should not only be research
areas for scientists and researchers but should also be accessible
and understandable to the general audience. Enabling students to
understand the details behind the technology will support them
in becoming aware consumers and encourage them to become ac-
tive participants. In this paper, we present instructional materials
developed for introducing students to two key machine learning
algorithms: decision trees and k-nearest neighbors. The materials
were tested in a middle school’s afterschool artificial intelligence
program with four participating students aged 12 to 13. A combi-
nation of hands-on activities, innovative technology, and intuitive
examples facilitated student learning. With hand-drawn decision
trees and penguin species classifications, students used the algo-
rithms to solve problems and anticipate other possible applications.
We present the technology used, curriculum materials developed,
and classroom structure. Following the guidelines from AI4K12 and
introducing foundational machine learning algorithms, we hope to
foster student interest in STEM fields.

CCS CONCEPTS
• Social and professional topics → K-12 education; • Com-
puting methodologies → Machine learning; Artificial intelli-
gence.

KEYWORDS
data science; machine learning; plugged activities; unplugged ac-
tivities; k-nearest neighbor; decision tree
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1 INTRODUCTION
The use of data and artificial intelligence (AI) is becoming increas-
ingly integrated into our day-to-day lives. When topics such as data
science, artificial intelligence, or machine learning are discussed,
they are often reserved for professionals in the technological field
[37]. Meanwhile, everyday activities such as operating autonomous
vacuum cleaners and lawnmowers as well as using Google, Cor-
tana, and Siri all involve the use of interactive artificial intelligence
[14, 32]. The rapid advancements in technology have resulted in
an imbalance where consumers are largely unaware of what lies
behind the technology, which raises some serious concerns. Privacy
and safety are the most obvious issues, but the problems are much
more extensive. Inequity and bias are more covert and, in many
ways, more detrimental problems. The perception of AI neutrality
can be used as an excuse to mislead and discriminate against unin-
formed consumers [8]. Furthermore, from the current standpoint,
many future careers will involve the use of AI and data in some way.
A lack of knowledge about AI technologies may deter many peo-
ple from entering STEM or data-related careers, thereby limiting
access to such careers to a small number of people. This suggests
the need to disseminate AI literacy and educate students on the
inner workings of technology [17, 34]. Therefore, it is imperative to
educate the next generation of students about technology, allowing
them to understand its potential and limitations and empowering
them to create intelligent solutions [37].

Coding programs geared towards K-12 students have received
much attention for a few years now [4, 36, 39]. Data science and
machine learning programs in the K-12 curriculum have also gained
popularity in recent years [1, 15, 29]. The effort is observed in
both formal settings [25, 26, 40] and informal settings [1, 18, 24].
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However, much more action is needed to fully integrate AI literacy
and data science intuition into the K-12 curriculum.

The key to learning data science and machine learning at a
young age is to embrace data science thinking and see technolo-
gies and algorithms as enjoyable and approachable. Most machine
learning algorithms are based on intuitive concepts that can be ex-
plained to almost any age group with suitable examples. Typically,
only the optimization and application of big data require advanced
mathematical and programming skills. Thus, our machine learning
activities are hands-on and can be taught both in formal and infor-
mal settings, as well as incorporated into a variety of data science
and artificial intelligence courses. More importantly, our materials
do not require any prerequisite knowledge or coding skills.

The work described in this paper was conducted as part of
an eleven-session afterschool program, each session was approxi-
mately two hours.We addressed several components of data science,
machine learning, AI, and ethics. We had four middle school stu-
dents aged 12 to 13 participating in the AI Afterschool program.
This paper focuses on the two machine learning algorithm sessions.
The rest of the paper is organized as follows: In Section 2 we look at
some of the existing work and the state-of-the-art activities. In Sec-
tion 3 we introduce the layout of our program. Section 4 discuss the
assessments. Section 5 shows the work of the student participants
and Section 6 examine the activity limitations. Finally, Section 7
concludes this paper.

2 BACKGROUND
Data science andmachine learning are traditionally taught in higher
education [5, 30]. Increasingly, machine learning algorithms are
being introduced to students in an attempt to democratize artifi-
cial intelligence in schools and beyond. This effort is especially
necessary as the current AI development and functionalities are
mostly carried out by machine learning algorithms [27]. Accord-
ing to Anyanwu [3], data science encompasses computer science,
artificial intelligence, machine learning, and deep learning. In ac-
cordance with this, initiatives have been ongoing to specifically
introduce data science and machine learning algorithm concepts in
the K-12 context.

In many ways, data science thinking, machine learning thinking,
and related skills are an integral part of future computational skills
[9]. Therefore it is imperative that students are instructed on ma-
chine learning algorithms as well as how to manipulate data so that
they develop both data and AI literacy [17]. The extant literature
describes many programs and methods for teaching data science
and machine learning to younger students [28, 35]. Podworny et
al. [23] used data cards to explain decision trees to middle school
students. Based on the nutrition values of 55 different food items,
the students developed decision rules to classify the food items as
being recommendable or not. Using CODAP and Jupyter Notebook,
Biehler and Fleischer [6] introduced decision trees to secondary-
school students by using survey data on media consumption to
predict who plays online games most frequently. Priya et al. [24]
proposed ML-Quest, a game to incrementally present a conceptual
overview of three machine learning concepts, including k-nearest
neighbor (k-NN) algorithm. Similarly, Williams et al. [38] outlined
how the k-NN algorithm can be presented to teachers who want to

introduce machine learning and AI to their students in primary and
secondary school settings. These initiatives and their outcomes sug-
gest that the data science and machine learning algorithms can be
taught well without prior CS, math, or related backgrounds [12, 42].

The goal of teaching data science and machine learning in pri-
mary education and in higher education is very different. Choosing
the appropriate tools, activities, and instructional methods is a
challenging and critical process [11]. Inspired by prior works, we
developed curriculum activities using simple, bite-sized examples to
introduce machine learning algorithms, specifically decision trees
and k-NN, along with additional data visualization activities. Pasta
Land, a decision tree activity, was originally designed by Lee and
Martin [16]. Students were instructed to create a decision tree with
different types of pasta and then use the decision tree to classify a
mystery pasta. In addition, we developed a k-NN activity based on
the Palmer Penguin dataset [13] for demonstrating nearest neigh-
bors when the neighbor value k is equal to 1 and 3. As part of
the visualization process, we used the iSENSE platform, which is
known to increase students’ confidence in the interpretation of
scientific data [21].

The AI Afterschool program associates with two of the five
AI4K12 “Big ideas” [31]; namely, Big Idea 2: Agents maintain mod-
els/representations of the world and use them for reasoning, and Big
Idea 3: Computers can learn from data. In this program, we focused
on middle school students for several reasons. First, at this age,
most students have had some interaction with social media and
AI technologies and are developing strong individual interests and
opinions. Second, students’ experiences at this age may affect their
future educational and career paths. Third, at the middle school
level, students have already learned foundational mathematical
[22] and critical thinking skills [7] required for the activities in
this program that introduce machine learning algorithms. The next
section details the activities and gives illustrations of the exercises
involved.

3 AI AFTERSCHOOL PROGRAM
We present in this paper an experience report on the activities of
the AI Afterschool program. Our team developed the activities,
presented the materials, supervised the afterschool program, and
interviewed the students. In two of the sessions, we introduced two
popular classification algorithms, decision tree and k-NN. We pre-
sented the concepts and demonstrated how each algorithm works
using interactive examples and activities. Since learning occurs best
when children interact with their environment and learn through
experiences [10, 33], creative and intuitive instruction is more ef-
fective in K-12 settings [2, 28, 31, 41]. In the two sessions, activities
are formulated using relatable objects, i.e., pasta and penguin. By
doing so, it is easier to generate interest, and students can better
understand the purpose of the tasks.

3.1 Motivation
Increasing interest in data science, machine learning, and computer
science, in general, has led to increased interest in incorporating
such topics into K-12 curricula. The foundations of data science and
machine learning are deeply rooted in everyday life despite being
popular research topics in academia and industry. In many cases,
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the use of structured and targeted reasoning is sufficient for the
processing and analysis of smaller amounts of data. The purpose
of the activities is to introduce K-12 students to foundational data
science concepts and machine learning algorithms using accessible
applications and unplugged activities.

3.2 Curriculum
The afterschool program consisted of eleven sessions in total, each
session is approximately 2 hours. Day 2 was dedicated to decision
trees with the Pasta Land activity [16], and Day 5 was dedicated
to the k-nearest neighbor using the Palmer Penguin dataset [13].
The Pasta Land-Decision Tree activity includes a short lecture, a
few examples, and an unplugged activity where students created
decision trees using pasta handouts. The k-NN-Penguin activity
involves a brief lecture, some examples, an online data exploration
activity, and an unplugged activity where students applied the k-
NN algorithm to classify penguins. We discuss the details of the
two activities in the remainder of this section. The activities and
curriculum are available on our GitHub repository [19].

Pasta Land-DecisionTree:The idea of a decision tree is straight-
forward. Whether explaining decision trees to elementary school
children or graduate students, at the root, a decision tree is a way
of asking questions to partition a group of objects or data into
smaller subsets. A decision tree is a simple algorithm that is easy to
understand since it is similar to the way in which a human thinks.
In the absence of optimization, any order of the questions can be
used to partition datasets. When we want to optimize a tree, we
consider calculations such as entropy or Gini index. Aside from
optimization, there are other methods of improving performance
for decision trees. However, optimization is beyond our scope and
does not align with the goal for this activity.

Figure 1: 4-question game of animals.

Our introduction begins with a smaller version of the 20 ques-
tions game. Originally appearing as a spoken parlor game in the
United States during the 19th century, the 20 questions game was
popularized through television in the 1940s. Today, it continues to
be very popular through toys and online media such as the online
game Akinator. The format was adapted to a smaller scale, similar
to the 4-question example shown in Fig. 1. In addition, we provided
examples of how to recognize popular cartoon characters through
a series of questions. We also demonstrated how we could change
the shape of the tree by rearranging the question order.

Through the examples of an animal-tree and a cartoon-tree, stu-
dents quickly grasped the idea that by asking questions in specific

Figure 2: Eight types of pasta handed out to students.

orders or, in more intuitive terms, asking questions that are able
to split data points into roughly similar sizes, the trees become
shallower and more efficient. Students also understood that the
questions are part of the classification process and that the trees
are built with training data and can be used to identify new testing
data. This level of understanding is sufficient to build workable
decision trees.

The purpose of this activity is to guide students to develop their
own decision trees using their own questions. The students were
provided with bags of pasta, as shown in Fig. 2. Initially, all the
pasta is at the root of the tree, and after the first question, pasta
categories are split into two nodes in the level below. This pro-
cess is repeated until each leaf node only has one pasta left. In
the group discussion, we gave example questions that can discern
pasta through characteristics such as is it flat? or is it hollow?. For
example, when we ask the question is it flat?, we can split the eight
types of pasta into two categories, {yes: linguini, lasagne} and {no:
rotini, rigatoni, elbow, cavatappi, farfalle, shell}. Alternatively, if
we ask is it hollow?, we can split the eight types of pasta into two
categories, {yes: rigatoni, elbow, cavatappi, shell} and {no: rotini,
farfalle, linguini, lasagne}. The students were then instructed to
identify additional characteristics of each type of pasta in order to
construct the tree-like structure displayed in Fig. 1.

Students were also given pencils and paper to draw the trees,
as well as a ruler to measure the pasta if necessary. In this activity,
students worked in pairs. When all groups had completed their
pasta decision trees, we asked them to exchange their trees and
see if the other groups were able to classify all the testing pasta
successfully. All groups were successful. To conclude the activity,
we provided each group with a mystery pasta as testing data, a
tortellini, that was not used in the creation of the pasta decision
trees. Testing data are introduced as a way to apply the model.
We asked each group to classify the mystery pasta based on their
decision trees and discussed if the results made sense in terms of
shape. As the pasta decision trees were simple, it was easy for the
models to miss some important features, resulting in high bias.
With this activity, we discussed the concept of bias, which was not
introduced in previous Pasta Land activities.

The discussion involving the mystery pasta focused on three
questions:

• Did your tree classify the mystery pasta with a closely related
pasta shape?
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Table 1: A Segment of the Palmer Penguin Dataset

ID Species Island Bill Length (mm) Bill Depth (mm) Flipper Length (mm) Body Mass (g) Sex Year
1 Adelie Torgersen 39.1 18.7 181 3750 male 2007
2 Adelie Torgersen 39.5 17.4 186 3800 female 2007
3 Adelie Torgersen 40.3 18.0 195 3250 female 2007
. . . . . . . . . . . . . . . . . . . . . . . . . . .
344 Chinstrap Dream 50.2 18.7 198 3775 female 2009

• Does your tree capture what’s important about the mystery
pasta?

• If not, do you think there is bias?
The mystery pasta is the testing data that is used to determine

the robustness of students’ decision trees. As we only used one
pasta for each pasta type, and each leaf is labeled with the pasta
name, the mystery pasta would clearly not match the classes in the
decision tree. However, students agreed that the mystery pasta had
characteristics in common with the pasta type it was classified with
based on the questions in their decision trees.
Penguins-k-Nearest Neighbor: The k-NN algorithm is a funda-
mental machine learning algorithm. It is a classification algorithm
where data are assigned labels based on the majority voting by
its closest neighboring data. The Palmer Penguin dataset [13] was
used to introduce the concept of k-NN. A total of 344 penguin mea-
surements from three different species are included in this dataset:
Chinstraps, Gentoos, and Adelies. A portion of the penguin dataset
is shown in Table 1. There are nine columns of information, which
include: ID, species, island, bill length, bill depth, flipper length,
body mass, sex, and year. To illustrate the relationship between
the various measurements, we showed short videos of the different
penguin species and brought plush penguin toys into class.

The students showed enthusiasm for penguins, and some were
able to recognize different species’ pictures. We discussed why
we need algorithms to classify penguins when we can observe
them directly. The first problem is that not everyone can identify
and recall all the characteristics of different species, and it may be
necessary to identify hundreds of penguins. It is also more time-
consuming and complex to identify through pictures. Using a set
of measurements for each animal, we would be able to automate
the classification process with limited human involvement.

We wanted the students to acquire an overall understanding of
the dataset and demonstrate how data visualization can be used to
gain insight into the data itself. We utilized the iSENSE platform
[20], on which the Palmer Penguin dataset has already been up-
loaded. We demonstrated the tabular format of the data, similar to
Table 1, and how we can gather statistics on the dataset through
the platform. We discussed differences between species, such as
average bill depth or average flipper length, then showed how each
penguin can be plotted as a point on a two-dimensional plot based
on two measurements. Fig. 3 shows the scatter plot of 344 penguins
based on their bill depth and body mass. The three colors, red, yel-
low, and blue, correspond to the three different species. Here, we
deliberately chose characteristics where the three species did not
separate well and asked students to plot different characteristics
against each other in order to identify the characteristics that did
separate the three species well.
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Figure 3: An example scatter plot of the Palmer Penguin
dataset. Here different species are color-coded, bill depth is
the y-axis, and body mass is the x-axis.

After exploring the Palmer Penguin dataset thoroughly, all stu-
dents were able to identify the distinct characteristics of different
penguin species. We then discussed the k-NN algorithm in more de-
tail. Unlike the Pasta Land decision trees, k-NN does not construct
a model, which is why it is known as a lazy learner. Therefore,
no action is taken until new data must be classified. Based on the
scatter plot from the previous activity, students were asked to iden-
tify the species of the mystery penguin, provided we only had its
measurements. The next step was to discuss the reasons for k-NN’s
success. As illustrated in Fig. 4, the students are shown how choos-
ing a different number of k could influence the classification result.
Our discussion of the k-NN algorithm is limited to the Euclidean
distance to be at an age-appropriate level. Lastly, students were
given worksheets, where they were asked to classify the mystery
penguins in accordance with two different k values in k-NN.

4 ASSESSMENT
Working with the four participants, we assessed the activities from
three perspectives: (1) students were observed during the activities;
(2) surveyed on the day of the activities; and (3) upon completion of
the program, the students were asked to use what they learned to
implement a small-scale project. The research team was present to
teach the material, supervise and assist with the activities, as well
as conducting the surveys.

For the Pasta Land-Decision Tree activity, the following survey
questions were used:
• Was your tree more balanced or lop-sided?
• If your tree was balanced - why do you think this was so?
• If your tree was lop-sided - why do you think this was so?

301



Developing Machine Learning Algorithm Literacy with Novel Plugged and Unplugged Approaches SIGCSE ’23, March 15–18, 2023, Toronto, ON, Canada.

(a) 1 Nearest Neighbor (b) 3 Nearest Neighbor

Figure 4: An example of how the k-NN algorithm assign class labels. (a) When 𝑘 = 1 the new data is classified with the single
nearest neighbor. (b) When 𝑘 = 3 the new data is classified with the majority vote of the 3 nearest neighbors.

• How did your tree handle the mystery pasta - do you think
grouped it with other pasta shapes properly?

For the Palmer Penguin-k-NN activity, the following survey
questions were used:

• Did you find out anything interesting from visualizing the data
on iSENSE?

• Were you able to identify the species of the penguin in the k-NN
activity?

• Where else do you think k-NN can be applied to?
• What did you find interesting about this activity?

In the last two sessions of the afterschool program, students
developed datasets on topics of their choice and revisited the two
machine learning algorithms introduced on Days 2 and 5. Each
student created a scatter plot of their own data using the iSENSE
platform. Using the data that they collected, students then con-
structed decision trees. By selecting questions to partition the data,
the students demonstrated their understanding of how decision
trees are constructed and how they can be used to classify new data.
In addition, students also discussed how the k-NN algorithm might
be utilized to classify new testing data.

5 RESULTS
In the Pasta Land activity, students were able to recognize the
connection between asking questions, partitioning a dataset, and
creating a decision tree. As a result of the decision tree they created,
students were also able to identify new data correctly.

Since students worked in pairs for the Pasta Land activity, there
was a great deal of discussion on what questions to ask to partition
the pasta dataset. Fig. 5 illustrates three decision trees created.
In Fig. 5 (a), the work does not have a tree structure; the group
brainstormed different questions separately. If the segments of the
tree are connected to the results from the layer before it, then it
can be arranged into a true tree structure. In Fig. 5 (b), one of the
branches was not finished, but all other leaf nodes have only one
type of pasta. Lastly, in In Fig. 5 (c), the group created a legend for
the pasta names and built the entire decision tree.

In the subsequent interview, students agreed that the decision
tree did a decent job in classifying the mystery pasta. Two students
commented on the difficulty of finding good questions. One stating
that they can’t find enough questions for flat pasta, and it is hard to
split the pasta into two equal groups. Another student commented
some other dataset that is easier to ask questions on would be better.

The k-NN activity was completed by each student individually.
As mentioned in Section 3.2, the students first explored the penguin
dataset on the iSENSE platform. This exploration includes finding
the average, mean, andmedian of the Bill Length, Bill Depth, Flipper
Length, and Body Mass, as well as creating various scatter plots
of different pairs of measurements to identify how to differentiate
between the three species. Furthermore, some students chose to
color-code the data points according to the island, and the sex of
the penguins in their scatter plots.

Following this, students engaged in the unplugged activity for
k-NN. Fig. 6 show the three worksheets completed by three individ-
uals. In Fig. 6 (a), the three votes for k-NN where k=3 are written.
In Fig. 6 (b), the blue penguin where k=1 and the red penguin
where k=3 are misclassified. In Fig. 6 (c) all penguins are correctly
classified.

In the subsequent interview, one student found it cool to use
k-NN to find a penguin. Some students preferred data exploration
with iSENSE, stating that they learned visualization methods they
didn’t know before. And some students preferred the worksheet
activity, stating I like the k-NN on paper part the most. Students
were also able to brainstorm other application areas for k-NN, such
as symptom of diseased by comparing them, then we can use it to
differentiate coronavirus, flu, and chickenpox.

6 LIMITATIONS AND FUTURE DIRECTIONS
This paper is a pilot study and serves as an experience report.
Our goal for the program is to see if middle school students can
understand typical machine learning algorithms with the right
activities. Next, we will increase the sample size so we can observe
the effectiveness of our activities and further improve them. With
a larger sample size, we would also be able to perform quantitative
assessments. We aim to reach a wide range of students, which
would require specificmaterials, depth, and varied deliverymethods.
Specifically, we intend to create a tier-structured program for all
student age groups. Our conception is as follows. At the elementary
level, the goal should be to develop data science thinking and to
gain a better understanding of some fundamental machine learning
algorithms. For middle school students, the objective should be
to gain a deeper understanding of how some machine learning
algorithms work, as well as to become aware of common errors
and issues that may occur. At the high school level, students can
systematically calculate the results to optimize algorithms on a
small scale.
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(a) Decision Tree 1 (b) Decision Tree 2 (c) Decision Tree 3

Figure 5: Pasta Land decision trees created by students.

(a) k-NNWorksheet 1 (b) k-NNWorksheet 2 (c) k-NNWorksheet 3

Figure 6: Classifying penguins with the k-NN algorithm worksheets by students.

For example, in the Pasta Land-Decision Tree activity, at the
elementary level, students can understand that decision trees are
a way to use questions to split a dataset, which can then be used
to classify new data. In middle school, students can learn how
to arrange the questions purposefully so that the decision tree
is more efficient, as well as what can happen when some data
records are missing or inaccurate. At the high school level, students
can learn to calculate entropy and information gain to create and
optimize decision trees systematically. For Penguins-k-NN activity,
we can introduce 1-nearest neighbor for beginners, then advance
to multiple k neighbors, and finally, discuss topics such as decision
boundary and complex data types such as sequential data.

7 CONCLUSION
In this pilot study, we investigated the introduction of two popular
machine learning algorithms to middle school students: the deci-
sion tree algorithm and the k-nearest neighbor algorithm. Students’
engagement appears to be related to the subject of the data. One
student was able to name and distinguish multiple penguin species

before the program and was enthusiastic about helping introduce
the various species to the class. Students demonstrated their under-
standing by building models on the training data presented, as well
as using the models with testing data.

The work presented here serves as a foundation for future data
science and machine learning programs. The next steps include
increasing the student sample size, performing quantitative assess-
ments, and revising the curriculum. By collecting additional data,
we will be able to calibrate our curriculum further. We plan to ex-
pand our in-person program and create an online platform to reach
a broader audience. The curriculum will also be tier-structured to
provide age-appropriate content.
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